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ANSTRACT

The associative leaming of dynamical system trajectories requires con-
struction of intemal representations of input histodes in a way that permits
the el of such representations w be adaplively classificd into states, In this
paper we discuss two architectures for this type of leaming; one connec-
tionist, and one based on the continuous dynamics of intra-neuwronal reac-
tion and diffusion. Our simulations show that for learning a discrete-time
scquence association, replacing the 1ol connectivity in the connectionist
network with nearest-neighbor connectivity increases efficiency by an order
of magnitude. This suggests that the locality exhibied in molecular elec-
tronic architectures may yicld a powerful leaming device,

INTRODUCTION

Arlificial neural network architectures have raditionally relied on massive
conneclivity 1o implement the leaming of spatial and 1wemporal associalions,
Some technologies, such as oplical computing, show much promise for
implementing the large number of connections required. On the other hand,
il we are interested in hamessing molecular electronic systems for some
kind of learning archileciure, we may have elaborate dynamics at our dispo-
al but are nevertheless forced 1o deal with mostly local interactions,

We will focus on a special case of spatio-temporal leaming in which a sys-
term must leam associations belween discrete-time signals, Unlike a static
association, ke output of the System at any given lime nol only depends on
the: current inpul, but on the history of inpuls, One connectionist approach
1o this problem was attlempled by Gallant [4]. Figure 1 shows the Gallant
architecture for a simple associaion wsk in which & four-bit patem is
clamped onto the input units for four dime sieps, and must produce & pre-
specified binary sequence from the output unit during that interval, The net-
work must adjost isell in accordiance with gn external error signal (o leamn
an entire sel of associations. This is done by applying a perceplron-like
algorithm 10 the connection weights coming into the output wnit, Perfor-
mance of the leaming sysicm is measured in lerms of the number of ilera-
tions of the oulpul weight-updating algorithm required before all associa-
tions org leamed perfecly, Al other connection weights are fixed and ran-
dom. The random conneclions are aiferent W wnits in o large wially con-
necied intemal subnetwork, This means thal inputs inltiale a random rever-
beration of signals pround the subneiwork. Randomness is indeed not a han-
dicap, since (at least in the limit of large numbers of neurons in the subnet-

work) the reverberstion pattem will be different enough for each input his- -

tory 10 allow the associstion algorithm ot the owput layer o adapt the
weights based on corelations between signals coming in from the input
lines, and signals coming in from the subnetwork. Thus we can say that the
wotally connected subnelwork is & repository of "conteat”, which is accessed
by a basically static learning algorithin 1o learn winporal associalions. For
this reason we lubel it a context reverberation (CR) network. For the 4-
input, 4-slep association, Gallant has needed on the order of 50 CR neurons,
which means 40 = 1600 internal connections, We believed that the ran-
dom conext reverberation function of the subnetwork might be served by
non-connectionist molecular electronic systems, so we et oul 1o find how
essential the global connectivity really was,

rpeib | e T ke

LOCAL CONTEXT REVERBERATION DYNAMICS

Y 1 YT E TP e T Y N .

A simulation system was set up in which we could conwol the size and
connectivity level of the CR-subnetwork and monitor its leaming times on a
variety of sequence pssociation sets, Figure 2 shows a comparison of thres
types of connectivity. Total connectivity yields the shonest leaming limes
for a given number of CR neurons. Reducing connectvity w 7 nearest
neighbors slows down learning somewhat, and reducing 1o 4 nearest neigh-
baors (as if the CR-network was g rectangular grid) yields even slower leamn-
ing. However, a tremendous number of connectons have been eliminated.
Thus, if we desire 10 have the associations leamned in about 120 iterations,
we can either use a 35-newron totally connected net (with 352 = 1225 con-
nections), or 8 53-newron four-neighbor net (with only 4x55=220 connec-
tions),

In the above experiments, we gveraged wgether the results of many dif-
ferent weight randomizations, Some were better than others, as the confi-
dence levels of Figure 2 indicate. There was a correlation between the
leaming performance of & given set of CR-unit weights and the periodicity
of the wajectory of the CR-units when & constant input was clamped on the
unit (Figure 3). This suggests any extemally Torced aperiodic or long-period
dynamical system would be 8 candidate for & contexi-reverberation sysiem,
There have been uselul resulls established about pericdicities of local ran-
dom networks of boolean wnits [5] and threshold units [4], which would
have direct relevance (o the design of discrele CR-sysiems,

IMPLICATIONS AND COMCLUSIONS

We call the mechanism of this sysiem scrambled contexs, because the
dynamics in & sense "encrypts” the input histories while the leaming algo-
rithm “decrypis” them. (One finds networks using non-scrambled context
in the connectionist robotics work of Jordan [3]). One continwous dynami-
cal system with local interactions that might function as a CR subsystem
would be the reaction-diffusion neuron [7,8]. Envisaged as an element of a
selectional brain model [2], it can be scen Bs & model of intra-neuronal
cyclic nucleotide dynamics [6], and a5 a model of continuous local compau-
tation based on the morphogenssis model of Turing [10]). Figure 4 skeiches
the dynamics of this system, in which @ membrone can function as a reposi-
1ory of input history, A classical instantiation might be found in neural field
dynamics [1], which if harnessed for a CR-sysiem would employ ropo-
graphic context, In this case the input history would set wp wpographic
structures (such as stripes) 1o be used as inputs W associadon algorithms,

Scienifically, such systems motivate the re-introduction of dynamical sys-
lems theory into computability theory. Technologically, such sysiems
modivale the study of molecular electronics for special-purpose components
of anilicial inlligence architectures.
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Figure 1. A connectionist architeciure for simple sequential learning. Thiz
one-ouiput nel was used by Gallant and King (4] for learning spatial —
temporal associations. The input layer was clamped on a fized patiern, and
the ouipui unit war to execule a pre-specified irafeciory. Although only a
Sive-unit "context-reverberation subnetwork”™ i depicted here, for fouwr-bit
input patterns 35 1o 60 wnits were typically required, Dashed lines denote
Jixed random connections. i PR W LER (T2 R
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Figure 3. Long periods are required for wseful context-reverberation
dynamics. Here is the firing intensity {nurnber of aciive units) versis fime
Sfor a 50-unit 4-connected subnetwork, when a 4-bit pattern is clamped on
the inputs, This network was harvesied from the best performing nets in the
experiments of Figure 2, The trajeciory beging with a transient of length 7,
and then becomes oscillaiory with period 84; the plot shows lime steps 1-
92, The dynamics is a superposition of many short-period ensembles.
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Figure L The effect of reducing connectivity in the context-reverberaiion
subnerwork, This date was ebtained from 80 experimenis per paramerer
chaice, for four different raining sets of eight 4-bit — 4-51ep associanions,
Although reducing connectivity increases the number of CR-units needed io
learn the task in the same amount of time, the iotal number of connections
required drops dramatically, This figure shows that it is nearly an order of
magnitude more efficient to use local processing in the CR-subnerwork.
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Figure 4. The dynamics of the reaction-diffusion neuron, [nput palterns
arrive continuously ento the membrane, and siimulate an exciiation signal
u, which is governed by reaction-diffusion dynamics. A discontinuous pre-
cess which converis patierns to discrete puiputs is superimpesed on the dif-
Susion and mediated by the “excitase” distribution 2. The results shown in
the previous figures suggest that the local, continuous, nonlinear dynamics
of such a neuron may enalble it to function as an entire CR-subnerwork.
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